
随机序列的收敛性和中心极限定理 

（2018.11.5，2018.11.7 庄逸在李启寨概统课及课下整理扩充） 

随机序列的收敛性 

·几乎必然收敛、依概率收敛和依分布收敛 

𝑋𝑋1,𝑋𝑋2, …几乎必然收敛于𝑋𝑋 ⇔ lim
𝑛𝑛→∞

𝑃𝑃(𝑋𝑋𝑛𝑛 = 𝑋𝑋) = 1，记为𝑋𝑋𝑛𝑛
𝑎𝑎.𝑠𝑠.
��𝑋𝑋 

𝑋𝑋1,𝑋𝑋2, …依概率收敛于𝑋𝑋 ⇔ ∀𝜀𝜀 > 0, lim
𝑛𝑛→∞

𝑃𝑃(|𝑋𝑋𝑛𝑛 − 𝑋𝑋| > 𝜀𝜀) = 0，记为𝑋𝑋𝑛𝑛
𝑃𝑃
→𝑋𝑋 

𝑋𝑋1,𝑋𝑋2, …依分布收敛于𝑋𝑋 ⇔对分布函数𝐹𝐹(𝑋𝑋)的任何连续点𝑥𝑥均成立 

lim
𝑛𝑛→∞ 

𝑃𝑃(𝑋𝑋𝑛𝑛 ≤ 𝑥𝑥) = 𝑃𝑃(𝑋𝑋 ≤ 𝑥𝑥)，记为𝑋𝑋𝑛𝑛
𝑑𝑑
→𝑋𝑋 

𝑋𝑋𝑛𝑛 = 𝑋𝑋 +
1
𝑛𝑛
依概率收敛于𝑋𝑋但不几乎必然收敛于𝑋𝑋 

（条件不足，在假定四阶矩存在的情况下则几乎必然收敛） 

几乎必然收敛和依概率收敛的差别在于相差的概率为零和分布完全相同不一样 

考虑连续区间上的分布挖去一个点（甚至有限个点）。 

更精细的考察推荐广泛查阅资料和例子（如维基等）。勿全信此处（因为我自己也还弄不

太清楚） 

推荐一篇博客 

·三种收敛的强弱和性质 

𝑋𝑋𝑛𝑛
𝑎𝑎.𝑠𝑠.
��𝑋𝑋 ⇒ 𝑋𝑋𝑛𝑛

𝑃𝑃
→𝑋𝑋 ⇒ 𝑋𝑋𝑛𝑛

𝑑𝑑
→𝑋𝑋 

几乎必然收敛最强，依概率收敛齐次，依分布收敛最弱 

𝑋𝑋𝑛𝑛
𝑑𝑑
→𝑋𝑋,𝑌𝑌𝑛𝑛

𝑃𝑃
→0 则𝑋𝑋𝑛𝑛 + 𝑌𝑌𝑛𝑛

𝑑𝑑
→𝑋𝑋 

𝑋𝑋𝑛𝑛
𝑑𝑑
→𝑋𝑋,𝑌𝑌𝑛𝑛

𝑃𝑃
→𝐶𝐶 则𝑋𝑋𝑛𝑛𝑌𝑌𝑛𝑛

𝑑𝑑
→𝐶𝐶𝐶𝐶 

·平均收敛 

𝑋𝑋1,𝑋𝑋2, …  𝑟𝑟次平均收敛于𝑋𝑋 ⇔ lim
𝑛𝑛→∞

𝐸𝐸|𝑋𝑋𝑛𝑛 − 𝑋𝑋|𝑟𝑟 = 0 
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𝑟𝑟 = 2 也称均方收敛 

·马尔科夫不等式 

若𝑋𝑋只取非负值的随机变量，则对∀𝜀𝜀 > 0,𝑃𝑃(𝑋𝑋 ≥ 𝜀𝜀) ≤
𝐸𝐸𝐸𝐸
𝜀𝜀

 

证明：𝐸𝐸𝐸𝐸 − 𝜀𝜀𝜀𝜀(𝑋𝑋 ≥ 𝜀𝜀) = � 𝑥𝑥𝑥𝑥(𝑥𝑥)𝑑𝑑𝑑𝑑
∞

0
− � 𝜀𝜀𝜀𝜀(𝑥𝑥)𝑑𝑑𝑑𝑑

∞

𝜀𝜀
= � (𝑥𝑥 − 𝜀𝜀)𝑓𝑓(𝑥𝑥)𝑑𝑑𝑑𝑑

∞

𝜀𝜀
+ � 𝑥𝑥𝑥𝑥(𝑥𝑥)𝑑𝑑𝑑𝑑

𝜀𝜀

0
 

两项均不小于零，因此 𝐸𝐸𝐸𝐸 − 𝜀𝜀𝜀𝜀(𝑋𝑋 ≥ 𝜀𝜀) ≥ 0 

·切比雪夫不等式 

设随机变量𝑋𝑋的方差存在，则∀ε > 0,𝑃𝑃(|𝑋𝑋 − 𝐸𝐸𝐸𝐸| ≥ 𝜀𝜀) ≤
𝐷𝐷𝐷𝐷
𝜀𝜀2

 

证明：利用马尔科夫不等式， 

𝑃𝑃(|𝑋𝑋 − 𝐸𝐸𝐸𝐸| ≥ 𝜀𝜀) = 𝑃𝑃((𝑋𝑋 − 𝐸𝐸𝐸𝐸)2 ≥ 𝜀𝜀2) ≤
𝐸𝐸(𝑋𝑋 − 𝐸𝐸𝐸𝐸)2

𝜀𝜀2
=
𝐷𝐷𝐷𝐷
𝜀𝜀2

 

·切比雪夫弱大数律 

设𝑋𝑋1,𝑋𝑋2, …是相互独立的随机变量序列，𝐸𝐸𝑋𝑋𝑖𝑖 = 𝜇𝜇𝑖𝑖  

𝐸𝐸(𝑋𝑋𝑖𝑖 − 𝜇𝜇𝑖𝑖)2 = 𝜎𝜎𝑖𝑖2(𝑖𝑖 ≥ 1)且{𝜎𝜎𝑖𝑖2, 𝑖𝑖 ≥ 1}有界，𝑆𝑆𝑛𝑛 = �𝑋𝑋𝑖𝑖

𝑛𝑛

𝑖𝑖=1

(𝑛𝑛 ≥ 1) 

则当𝑛𝑛 → ∞时，
𝑆𝑆𝑛𝑛 − 𝐸𝐸𝑆𝑆𝑛𝑛

𝑛𝑛
𝑃𝑃
→0 

用切比雪夫不等式证明 

𝐷𝐷 �
𝑆𝑆𝑛𝑛
𝑛𝑛
� =

1
𝑛𝑛2
�𝜎𝜎𝑖𝑖2
𝑛𝑛

𝑖𝑖=1

∈ �
𝜎𝜎𝑚𝑚2

𝑛𝑛
,
𝜎𝜎𝑀𝑀2

𝑛𝑛
� 

𝑃𝑃 ��
𝑆𝑆𝑛𝑛 − 𝐸𝐸𝑆𝑆𝑛𝑛

𝑛𝑛 � ≥ 𝜀𝜀� = 𝑃𝑃 ��
𝑆𝑆𝑛𝑛
𝑛𝑛
− 𝐸𝐸 �

𝑆𝑆𝑛𝑛
𝑛𝑛
�� ≥ 𝜀𝜀� ≤

𝐷𝐷 �𝑆𝑆𝑛𝑛𝑛𝑛 �
𝜀𝜀2

≤
𝜎𝜎𝑀𝑀2

𝑛𝑛𝜀𝜀2
→ 0,当𝑛𝑛 → ∞ 

关于定理的意义 

条件：方差均有限 

𝑆𝑆𝑛𝑛 − 𝐸𝐸𝑆𝑆𝑛𝑛
𝑛𝑛

=
𝑆𝑆𝑛𝑛
𝑛𝑛
− 𝐸𝐸 �

𝑆𝑆𝑛𝑛
𝑛𝑛
� ≔ 𝑋𝑋� − 𝐸𝐸𝑋𝑋� =

∑ (𝑋𝑋𝑘𝑘 − 𝐸𝐸𝑋𝑋𝑘𝑘)𝑛𝑛
𝑘𝑘=1

𝑛𝑛
= ��

𝑋𝑋𝑘𝑘
𝑛𝑛
− 𝐸𝐸 �

𝑋𝑋𝑘𝑘
𝑛𝑛
��

𝑛𝑛

𝑘𝑘=1

 

注意此处
𝑆𝑆𝑛𝑛
𝑛𝑛

,𝑋𝑋�,
𝑋𝑋𝑘𝑘
𝑛𝑛
等均为随机变量，𝐸𝐸𝑋𝑋� ≠

1
𝑛𝑛
�𝑋𝑋𝑖𝑖

𝑛𝑛

𝑖𝑖=1

，而应该是一个数。 



𝑆𝑆𝑛𝑛 − 𝐸𝐸𝑆𝑆𝑛𝑛
𝑛𝑛

𝑃𝑃
→0 ⇔ 𝑋𝑋� − 𝐸𝐸𝑋𝑋�

𝑃𝑃
→0 ⇔ ∀𝜀𝜀 > 0, lim

𝑛𝑛→∞
𝑃𝑃(|𝑋𝑋� − 𝐸𝐸𝑋𝑋�| > 𝜀𝜀) = 0 

大数定律是（随机变量序列的算术平均值）向（随机变量各数学期望的算术平均值）收敛

的定律。 

  



推论 

设𝑋𝑋𝑛𝑛是一列独立同分布(i. i. d)的随机变量序列，具有公共的数学期望𝜇𝜇和方差𝜎𝜎2, 

𝑆𝑆𝑛𝑛 = �𝑋𝑋𝑖𝑖

𝑛𝑛

𝑖𝑖=1

(𝑛𝑛 ≥ 1)，则
𝑆𝑆𝑛𝑛
𝑛𝑛

𝑃𝑃
→𝜇𝜇 (𝑛𝑛 → ∞) 

证明：
𝑆𝑆𝑛𝑛 − 𝐸𝐸𝑆𝑆𝑛𝑛

𝑛𝑛
=
𝑆𝑆𝑛𝑛
𝑛𝑛
−

1
𝑛𝑛
𝐸𝐸𝑆𝑆𝑛𝑛 =

𝑆𝑆𝑛𝑛
𝑛𝑛
−

1
𝑛𝑛
⋅ 𝑛𝑛𝑛𝑛 =

𝑆𝑆𝑛𝑛
𝑛𝑛
− 𝜇𝜇 

𝑆𝑆𝑛𝑛
𝑛𝑛
− 𝜇𝜇

𝑃𝑃
→0 ⇒

𝑆𝑆𝑛𝑛
𝑛𝑛

𝑃𝑃
→𝜇𝜇 

贝努力大数律 

设单次试验中事件𝐴𝐴发生的概率为𝑝𝑝， 

在𝑛𝑛(≥ 2)次独立试验中𝐴𝐴发生了𝑋𝑋𝑛𝑛次，则
𝑋𝑋𝑛𝑛
𝑛𝑛

𝑃𝑃
→𝑝𝑝   (𝑛𝑛 → ∞) 

Cantelli 强大数律 

设𝑋𝑋1,𝑋𝑋2, …是相互独立的随机变量序列，𝐸𝐸𝑋𝑋𝑖𝑖 = 𝜇𝜇𝑖𝑖  

𝐸𝐸(𝑋𝑋𝑖𝑖 − 𝜇𝜇𝑖𝑖)4均有限，𝑆𝑆𝑛𝑛 = �𝑋𝑋𝑖𝑖

𝑛𝑛

𝑖𝑖=1

(𝑛𝑛 ≥ 1) 

则当𝑛𝑛 → ∞时，
𝑆𝑆𝑛𝑛 − 𝐸𝐸𝑆𝑆𝑛𝑛

𝑛𝑛
𝑎𝑎.𝑠𝑠.
��0 

老师注：一般而言𝐸𝐸(𝑋𝑋4)存在的话低阶的也都存在，也就是说𝐸𝐸(𝑋𝑋4)存在的话四阶中心矩

就存在。 

推论 

设𝑋𝑋𝑛𝑛是一列独立同分布(i. i. d)的随机变量序列 

𝜇𝜇 = 𝐸𝐸𝑋𝑋𝑖𝑖和𝐸𝐸𝐸𝐸𝑖𝑖4存在，𝑆𝑆𝑛𝑛 = �𝑋𝑋𝑖𝑖

𝑛𝑛

𝑖𝑖=1

(𝑛𝑛 ≥ 1)，则 

𝑆𝑆𝑛𝑛
𝑛𝑛

𝑎𝑎.𝑠𝑠.
��𝜇𝜇 (𝑛𝑛 → ∞) 

Borel 强大数律 

设单次试验中事件𝐴𝐴发生的概率为𝑝𝑝，在𝑛𝑛(≥ 2)次独立试验中 

𝐴𝐴发生了𝑋𝑋𝑛𝑛次，则
𝑋𝑋𝑛𝑛
𝑛𝑛

𝑎𝑎.𝑠𝑠.
��𝑝𝑝   (𝑛𝑛 → ∞) 

 



中心极限定理 

棣莫弗-拉普拉斯中心极限定理 

设𝑋𝑋1,𝑋𝑋2, … ,𝑋𝑋𝑛𝑛相互独立并且具有相同的分布， 

𝑃𝑃(𝑋𝑋1 = 1) = 1 − 𝑃𝑃(𝑋𝑋 = 0) = 𝑝𝑝, 0 < 𝑝𝑝 < 1，则有 

𝑋𝑋1 + 𝑋𝑋2 + ⋯+ 𝑋𝑋𝑛𝑛 − 𝑛𝑛𝑛𝑛
�𝑛𝑛𝑛𝑛(1− 𝑝𝑝)

𝑑𝑑
→𝑁𝑁(0,1) 

二项分布经过标准化（减去均值，除以标准差）后分布可用标准正态分布估计。 

即 lim
𝑛𝑛→∞

𝑃𝑃 �
𝑋𝑋1 + 𝑋𝑋2 + ⋯+ 𝑋𝑋𝑛𝑛 − 𝑛𝑛𝑛𝑛

�𝑛𝑛𝑛𝑛(1 − 𝑝𝑝)
≤ 𝑥𝑥� = Φ(𝑥𝑥),∀𝑥𝑥 ∈ ℝ 

棣莫弗-拉普拉斯中心极限定理是历史上最早的中心极限定理，它告诉我们可以用正态分布

来近似二项分布。 

 

林德伯格-莱维中心极限定理 

设𝑋𝑋1,𝑋𝑋2, … ,𝑋𝑋𝑛𝑛为𝑖𝑖. 𝑖𝑖.𝑑𝑑的随机变量序列，具有公共的数学期望𝜇𝜇和方差𝜎𝜎2 

1
√𝑛𝑛𝜎𝜎2

(𝑋𝑋1 + 𝑋𝑋2 +⋯+ 𝑋𝑋𝑛𝑛 − 𝑛𝑛𝑛𝑛)
𝑑𝑑
→𝑁𝑁(0,1) 

即∀𝑥𝑥 ∈ ℝ,有 lim
𝑛𝑛→∞

𝐹𝐹𝑛𝑛(𝑥𝑥) = Φ(𝑥𝑥) 

其中𝐹𝐹𝑛𝑛(𝑥𝑥)为
1

√𝑛𝑛𝜎𝜎2
(𝑋𝑋1 + 𝑋𝑋2 + ⋯+ 𝑋𝑋𝑛𝑛 − 𝑛𝑛𝑛𝑛)的概率分布函数 

Φ(𝑥𝑥)为标准正态分布𝑁𝑁(0,1)的概率分布函数 

波动是有规律的。 

 

二项分布的估计方法 

设𝑋𝑋1,𝑋𝑋2, … ,𝑋𝑋𝑛𝑛 𝑖𝑖. 𝑖𝑖.𝑑𝑑服从 0− 1 分布，成功的概率为𝑝𝑝 

则𝑋𝑋 = 𝑋𝑋1 + 𝑋𝑋2 … + 𝑋𝑋𝑛𝑛~𝐵𝐵(𝑛𝑛,𝑝𝑝)，由中心极限定理 

𝑋𝑋1 + 𝑋𝑋2 + ⋯+ 𝑋𝑋𝑛𝑛 − 𝑛𝑛𝑛𝑛
�𝑛𝑛𝑛𝑛(1− 𝑝𝑝)

𝑑𝑑
→𝑁𝑁(0,1) 

对任意两个正整数𝑡𝑡1 < 𝑡𝑡2 



𝑃𝑃(𝑡𝑡1 ≤ 𝑋𝑋 ≤ 𝑡𝑡2) = 𝑃𝑃 �
𝑡𝑡1 − 𝑛𝑛𝑛𝑛

�𝑛𝑛𝑛𝑛(1− 𝑝𝑝)
≤

𝑋𝑋 − 𝑛𝑛𝑛𝑛
�𝑛𝑛𝑛𝑛(1− 𝑝𝑝)

≤
𝑡𝑡2 − 𝑛𝑛𝑛𝑛

�𝑛𝑛𝑛𝑛(1− 𝑝𝑝)
� 

≈ Φ�
𝑡𝑡2 − 𝑛𝑛𝑛𝑛

�𝑛𝑛𝑛𝑛(1− 𝑝𝑝)
� − Φ�

𝑡𝑡1 − 𝑛𝑛𝑛𝑛
�𝑛𝑛𝑛𝑛(1 − 𝑝𝑝)

�            ∵
𝑋𝑋 − 𝑛𝑛𝑛𝑛

�𝑛𝑛𝑛𝑛(1− 𝑝𝑝)
~𝑁𝑁(0,1) 

为了提高估计的精度，修正上式为 

Φ�
𝑡𝑡2 − 0.5− 𝑛𝑛𝑛𝑛
�𝑛𝑛𝑛𝑛(1− 𝑝𝑝)

� −Φ�
𝑡𝑡1 − 0.5− 𝑛𝑛𝑛𝑛
�𝑛𝑛𝑛𝑛(1− 𝑝𝑝)

� 

 

例：设一个考生参加 100 道题的英语标准化考试，每道题均为 4 个备选答案的选择题，且

只有一个答案是正确的。每道题他都随机选择一个答案，假设评分标准为：选对得 1 分，

选错和不选得 0 分。问该考生最终得分大于等于 25 的概率。 

𝑃𝑃(𝑋𝑋1 +⋯+ 𝑋𝑋100 ≥ 25) = 𝑃𝑃�
1

100∑ 𝑋𝑋𝑖𝑖 − 0.25100
𝑖𝑖=1

�0.25(1− 0.25)/100
≥ 0� = 1 −Φ(0) =

1
2

 

注：此时如果用-0.5 的修正会造成较大误差，问题在于标准正态分布 0 附近变化剧烈。 

注：其实应该算𝑃𝑃(25 ≤ +⋯+ 𝑋𝑋100 ≤ 100)，但是 100 算比较大了，其概率上面直接当成

1。精确计算可得到其概率为 0.（约 200 个 9）503…… 

注：用二项分布计算得到 

� 𝐶𝐶100𝑖𝑖
100

𝑖𝑖=25

�
1
4
�
𝑖𝑖

�
3
4
�
100−𝑖𝑖

≈ 0.53832886791858856826 
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